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1. Introduction

Statistical sampling is of interest not only to statisticians, but to a variety of research fields such as engineering, economics, design of experiments, and operational research. Analysts are often faced with time-consuming and expensive sampling (physical or virtual) to achieve statistically significant output statistics. The need for the exploration of multidimensional stochastic domains is the central topic in statistical, sensitivity and reliability analyses.

In Monte Carlo type simulations, there is more commonly a need to reduce the number of samples. Moreover, it sometimes happens that the number of simulations (sample size $N_{\text{sim}}$) is smaller than the number of random variables (dimension $N_{\text{var}}$). Similarly, in the (mostly preliminary) designs of experiments focused on exploration of the space of variables, the number of experiments might be smaller than the number of factors. In probabilistic mechanics there is an increasing trend for incorporating random field modeling in practical simulations. Simulation of random fields is another example of an application where the number of simulations is often smaller than the number of variables. Suppose the analyst requires just a few samples of a random field. This can happen, for example, when the random fields are simulated to represent random properties of a system analyzed by computationally expensive finite element simulations. In such cases, the number of analyzed samples is very low, much lower than the number of random variables needed for the representation of the fields. The most frequently used methods for the representation of random fields are (i) the spectral representation method (see e.g. [1–4]), (ii) Karhunen–Loève expansion [5–8] and (iii) the simulation based on the sampling theorem [9], see a comparison of the techniques in [10]. In these techniques, a sample representing $N_{\text{var}}$ independent variables is needed. Even more striking is the situation when the analysis requires samples of many cross-correlated fields (especially with small correlation lengths) [8].

In all the mentioned applications, the common requirement is to regularly cover an $N_{\text{var}}$-dimensional space with $N_{\text{sim}}$ points. The regularity of distribution of the points is often measured through correlation matrix $A$ estimated from the sample. The requirement is that matrix $A$ is as close as possible to the unit matrix. The requirement of mutual uncorrelatedness can be viewed as the relaxed requirement of independence between variables (factors).

The topic of correlation control in small sample simulation was considered in well-known works on Latin Hypercube sampling from random vectors [11–13]. Correlation control in small sample Monte Carlo type simulation was also the central topic in [14,15], where a combinatorial optimization algorithm was developed for the mutual ordering of a sample to achieve a good match between the target correlation matrix $T$ and actual correlation matrix $A$ estimated from the sample. In that work, two scalar measures of the difference $T - A$ were defined and subjected to minimization. The proposed simulated annealing algorithm turned out to be extremely effective and we will show that it delivers optimal results especially when $N_{\text{sim}} \leq N_{\text{var}}$.

In this paper, we exploit the two scalar norms of the error matrix $T - A$ and denote them as $\rho_{\text{max}}$ and $\rho_{\text{rms}}$. These norms represent a natural choice and are commonly used in the assessment of correlation errors, see e.g. [16–18]. When the
suitable error matrix norms are defined, an analyst preparing
the sample (numerical or physical experiment) is interested
in achieving the lowest possible value for it. In this paper,
we determine the lower bounds of these two norms and we
also deliver numerical examples of the best possible correlation
matrices for many frequent combinations of \( N_{\text{sim}} \leq N_{\text{var}} \).

The paper is organized as follows. Section 2 introduces the two
analyzed norms of correlation error matrices. Section 3 defines
three types of optimal correlation matrices and presents some
general facts about these matrices. Section 4 presents solutions
for the crossover case when \( N_{\text{sim}} = N_{\text{var}} \). The subsequent sections present
results on the optimal correlation matrices for general sample sizes \( N_{\text{sim}} \).

2. Correlation matrix estimation, errors and its norms

Let us consider the design matrix \( X \) (sampling plan) that is
formed by \( N_{\text{sim}} \) columns (simulations) times \( N_{\text{var}} \) rows (variables,

factors). In other words, by a ‘sampling plan’, we mean an
\( N_{\text{sim}} \times N_{\text{var}} \) matrix containing realizations of a random vector, see Table 1
in [14].

The estimated correlation matrix is a symmetric matrix of order
\( N_{\text{var}} \), and can be written as the sum
\[
A = I + L + L^T
\]

where \( I \) is the identity matrix and \( L \) is a strictly lower triangular
matrix with entries within the range \((-1, 1)\). There are \( N_c \),
correlations (entries in the \( L \) matrix) that describe pairwise
correlations:
\[
N_c = \left( \begin{array}{c} N_{\text{var}} \\ 2 \end{array} \right) = \frac{N_{\text{var}}(N_{\text{var}} - 1)}{2}.
\]

(2)

The most frequently used correlation coefficients in \( L \) are
the Pearson, Spearman and Kendall correlations. The sampling
versions (estimation formulas) for all three of these correlation
coefficients are presented and thoroughly studied in [19].

2.1. Norms of correlation error

Eqs. (11) and (14) from paper [14] define the norms \( \rho_{\text{rms}} \) and
\( \rho_{\text{max}} \) of the error matrix \( E \), a matrix obtained as a difference
between the target (T) and actual (estimated, \( A \)) correlation
matrices. Having calculated the difference \( E \) between the target
and actual matrices, it is a natural choice to define some suitable
scalar norms of \( E \).

The most frequent requirement is to generate samples with
uncorrelated marginals in which case the target correlation matrix
is the unit matrix \( T = I \). This case is very general as the desired
dependency pattern can be introduced e.g. by transforming the
uncorrelated sample through copulas, or using the eigenvectors
and eigenvalues of the desired correlation matrix, or using the
Cholesky decomposition, etc. Therefore, in this paper we only
consider the general case of desired uncorrelatedness.

If \( T \) is the unit matrix then the error norms can be reformulated
directly as norms of the actual (estimated) correlation matrix \( A \).
Moreover, we ignore weighting of various entries in the correlation
matrix introduced in [14,15] (or, we in fact consider unit weights)
and the two norms can be written as follows. The absolute norm
reads:
\[
\rho_{\text{max}} = \max_{1 \leq i < j \leq N_{\text{var}}} |A_{ij}|
\]

and the root mean square correlation error metrics
\[
\rho_{\text{rms}} = \sqrt{\frac{1}{N_c} \sum_{i=1}^{N_{\text{var}}-1} \sum_{j=i+1}^{N_{\text{var}}} A_{ij}^2}
\]

(3)

i.e. the square root of the average of squares of all off-diagonal
correlation matrix entries.

The \( \rho_{\text{max}} \) norm is more conservative than \( \rho_{\text{rms}} \) because it
considers the extreme deviation from zero error while \( \rho_{\text{rms}} \) is more
of averaging type, see [19].

3. General comments

When the number of simulations \( N_{\text{sim}} \) is smaller than, or equal
to, the number of variables \( N_{\text{var}} \), the orthogonality of the design
matrix (sampling plan) \( X \), i.e. the uncorrelatedness of variables,
must inevitably be abandoned. However, in the exploration of
models by statistical sampling, the correlation of the design matrix
and the departure from orthogonality can be of huge importance
and may have a catastrophic influence in the detection of the
true active factors of the analyzed problem. In the theory of the
design of experiments, where there are many random variables,
the usual advice is to perform a so-called main-effect design that
requires at least \( N_{\text{sim}} = N_{\text{var}} + 1 \) simulations for investigating \( N_{\text{var}} \)
factors (in an experiment involving \( N_{\text{var}} \) two-level factors, at least
\( N_{\text{var}} + 1 \) simulations are required to estimate all the main effects).

On the other hand, in many applications this requirement may
be wasteful or even impossible to perform (an example might
be an experiment represented by extremely costly finite element
simulation of a nonlinear structure). Therefore, one has to seek
optimal designs that are as close as possible to the target correlation
matrix \( T = I \), i.e. the orthogonality requirement. The two norms
\( \rho_{\text{rms}} \) and \( \rho_{\text{max}} \) will be minimized to achieve an optimal design.

Whenever \( N_{\text{sim}} \leq N_{\text{var}} \), the actual correlation matrix \( A \) is singular
(rank deficient, i.e. zero determinant). The matrix rank
of the sampling plan \( X \) is at most \( N_{\text{sim}} - 1 \). The rank of the corresponding estimated correlation matrix \( A \propto XX^T \) must be
equal to it and therefore we write:
\[
r = \text{rank}(A) = N_{\text{sim}} - 1 \quad \text{when} \quad N_{\text{sim}} \leq N_{\text{var}}.
\]

(5)

Every estimated correlation matrix \( A \) must be symmetric and
nonnegative definite (positive semidefinite—PSD), i.e. all its
eigenvalues are real and nonnegative. The matrix trace (sum of the
diagonal elements)
\[
\text{tr} \ (A) = N_{\text{var}}
\]

is equal to the sum of all its eigenvalues \( \lambda_i, i = 1, \ldots, N_{\text{var}} \). When
\( N_{\text{sim}} \leq N_{\text{var}} \), there must be \( r \) non-zero eigenvalues \( \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_r \) among which the matrix order \( N_{\text{var}} \) must be distributed.
The remaining \( N_{\text{var}} - r + 1 \) eigenvalues are zero. The determinant of
\( A \), computed as the product of all eigenvalues, is zero, too. Also, all
leading principal minors (subdeterminants of square submatrices
along the leading diagonal) of order greater than \( r \) are zero.

In this paper, we construct correlation matrices \( R \) [or \( M \)]
that are optimal in the sense of \( \rho_{\text{rms}} \) [or \( \rho_{\text{max}} \) respectively]. Additionally,
we construct matrices \( R^N \) that minimize \( \rho_{\text{max}} \) among all possible
solutions \( R \), i.e. among solutions with minimal \( \rho_{\text{rms}} \). These optimal
matrices can be viewed as the best possible matrices to achieve
uncorrelatedness, i.e. the target matrices \( T \) that are as close as possible
to \( I \). Before doing so, selected properties of symmetric
Toeplitz matrices are reviewed as they are useful in the presented
derivation.

3.1. Notes on symmetric Toeplitz matrices

This subsection summarizes basic facts about symmetric
Toeplitz matrices. This type of matrix will be involved in the solu-
tion of many of the following problems and therefore we present
the common features here in a compact section. Note that this class
of matrices can be viewed as shift-invariant autocorrelation
matrices of a series system of elements with equal spacing, see e.g. [8].
Toeplitz matrices $\mathbf{R}$ are matrices with $R_{ij} = R_{i-j}$ ($i, j = 2, \ldots, n$). In our case of a symmetric matrix with the unit main diagonal and elements $R_{ij} = r_{i-j}$, where $i, j = 1, \ldots, N_{\text{var}}$, $r_0 = 1$, i.e. a matrix in which each descending diagonal from left to right is constant.

Symmetric Toeplitz matrices are centrosymmetric. Centrosymmetric matrices (as defined in [20, p. 142]) of order $n$ have $R_{ij} = R_{n-i-j}$ for $1 \leq i,j \leq n$ where $\delta_{ij}$ is the Kronecker delta (i.e., $J$ is a matrix with ones on the cross-diagonal and zeros elsewhere). $J$ is the identity matrix. Premultiplication of a matrix $\mathbf{M}$ by $J$ reverses the row order of $\mathbf{M}$. Postmultiplication of $\mathbf{M}$ by $J$ reverses the column order of $\mathbf{M}$. The properties of centrosymmetry for a matrix can be written as $\mathbf{M}J = JM$.

Let $J$ represent the exchange matrix (also known as the contraidentity, reflection, permutation or flip matrix) of order $n$ defined by $J_{ij} = \delta_{i+n-j}$ for $1 \leq i,j \leq n$ where $\delta_{ij}$ is the Kronecker delta (i.e., $J = J^{-1}$ is a matrix with ones on the cross-diagonal and zeros elsewhere). $J^2 = I$, the identity matrix. Premultiplication of a matrix $\mathbf{M}$ by $J$ reverses the row order of $\mathbf{M}$. Postmultiplication of $\mathbf{M}$ by $J$ reverses the column order of $\mathbf{M}$. The properties of centrosymmetry for a matrix can be written as $\mathbf{M}J = JM$.

Andrew [22, p. 158] has shown that every eigenspace of centrosymmetric matrices has a basis consisting of vectors in $S$, where $S$ is the set of all vectors which are either symmetric or skewsymmetric. A vector $\mathbf{x} = (x_1, \ldots, x_n)^T$ is termed symmetric if $x_i = \delta_{n-i+1}$ for $i = 1, \ldots, n$ and skewsymmetric if $x_i = -\delta_{n-i+1}, i = 1, \ldots, n$. Therefore, a centrosymmetric matrix of even (respectively odd) order $n$ has a basis consisting of one or both of the forms, i.e. symmetric: $[y^T, (y^T)^T]$ (respectively $[y^T, m, (y^T)^T]$) or skewsymmetric: $[y^T, -(y^T)^T]$ (respectively $[y^T, m, -(y^T)^T]$). The symmetric eigenvectors satisfy $\Phi = J \Phi$ and they are associated with the eigenvalues termed even. The skewsymmetric eigenvectors $(-\Phi)$ are associated with odd eigenvalues.

From a theorem stated explicitly by Cantoni and Butler [23, Theorem 2] (but clearly implicit in an earlier work of Andrew [22, Theorem 2]), a symmetric centrosymmetric matrix of order $n$ has $[n/2]$ symmetric and $[n/2]$ skewsymmetric eigenvectors, which can be obtained by solving the eigenvalue problems of two matrices of these orders ([1]) denote the smallest integer $\geq z$, and $[z]$ denote the largest integer $\leq z$). It is also known that a repeated eigenvector of a real symmetric Toeplitz matrix must be both even and odd [24]. A very clear description of the computational procedure for the two eigenproblems is presented in [25].

4. Lower bounds on $\rho_{\text{rms}}$ and $\rho_{\text{max}}$ when $N_{\text{sim}} = N_{\text{var}}$

The correlation error behavior drastically changes when the sample size exceeds the number of variables $N_{\text{var}}$. Therefore, it is very important to study the best possible performance for the crossover sample size, i.e. when:

$$N_{\text{sim}} = N_{\text{var}} = N. \quad (7)$$

As will be shown below, in this case the optimal correlation matrices $\mathbf{R}$ and $\mathbf{M}$ match and therefore they are also equal to $\mathbf{R}^\text{T}$. We denote them simply by $\mathbf{R}$. Every $\mathbf{R}^\text{T}$ matrix is singular and has $r = N - 1$ nonzero eigenvalues.

A realization of a correlation matrix of order $N_{\text{var}}$ can be viewed as a point in the $N_{\text{var}}$ dimensional space of all $N_{\text{var}}$ different correlation coefficients. The volume of the space of all symmetric matrices with off-diagonal entries ranging from $-1$ to $+1$ is $V = 2^N$. It is known [26] that the set of all PSD correlation matrices is a solid body in that space occupying a region in the vicinity of the origin (a point corresponding to mutual uncorrelatedness). Fig. 1 illustrates the situation for $N_{\text{var}} = 3$. The visualized boundary of the set of positive definite matrices consists of semi positive definite matrices.

Let us note that the proportion of the PSD correlation matrices in the volume $V$ is quickly decreasing: it equals one when $N_{\text{var}} = 2, 3, \ldots, 16 \approx 0.617$ when $N_{\text{var}} = 3, 0.183$ when $N_{\text{var}} = 4$, then for $N_{\text{var}} = 5, \ldots, 10$ we have approximately $2.2 \cdot 10^{-2}, 9.5 \cdot 10^{-4}, 1.3 \cdot 10^{-5}, 5.5 \cdot 10^{-8}, 6.4 \cdot 10^{-11}, 1.9 \cdot 10^{-14}$.

We seek such a realization $\mathbf{R}$ of $\mathbf{A}$ (a point in the $N_{\text{var}}$-dimensional space) that is closest to the origin, yet represents a singular matrix and therefore remains on the boundary between positive definite matrices and negative definite (invalid) matrices. A good choice is to try to minimize both $\rho_{\text{rms}}$ and $\rho_{\text{max}}$ simultaneously. The latter means that we try to construct a singular matrix with all off-diagonal entries $A_{ij}$ so that $|A_{ij}| = C$ and we also try to minimize the absolute value $C$. Such an ideal matrix $\mathbf{R}$ yields $\rho_{\text{rms}} = \rho_{\text{max}} = C$ and will be constructed next using its eigenvalues and eigenvectors.

The spectral representation (principal component analysis) of any correlation matrix $\mathbf{A}$ (and therefore also $\mathbf{R}$) reads:

$$\mathbf{A} = \Phi \Lambda \Phi^\text{T} = \Phi \Lambda \Phi^{-1} \quad (8)$$

where the eigenvectors (columns of $\Phi$) are orthonormal:

$$\Phi \Phi^\text{T} = \mathbf{I} = \Phi^\text{T} \Phi \quad (9)$$

i.e. each column (eigenvector) and row are normalized to have unit Euclidean length:

$$\sum_{k=1}^{N} \phi_{i,k}^2 = \sum_{k=1}^{N} \phi_{j,k}^2 = 1, \quad i, j = 1, \ldots, N \quad (10)$$

and satisfy pairwise orthogonality:

$$\sum_{k=1}^{N} \phi_{i,k} \phi_{j,k} = \sum_{k=1}^{N} \phi_{k,i} \phi_{k,j} = 0, \quad i \neq j \quad (11)$$

and the diagonal eigenvalue matrix $\Lambda$ contains eigenvalues $\lambda_i, i = 1 \ldots N$. Let us order the eigenvalues of $\Lambda$ so that $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_N$. The smallest eigenvalue $\lambda_N = 0$. Let us now take the remaining $N - 1$ eigenvalues to be identical (from reasons described below) and call the given matrix $\mathbf{R}$:

$$\lambda_i = \frac{N}{N - 1}, \quad i = 1, \ldots, N - 1 \quad (12)$$

and the last eigenvector corresponding to the zero eigenvalue then has the coordinates:

$$\phi_{i,N} = \pm \sqrt{1/N}, \quad i = 1, \ldots, N \quad (13)$$

The reason for this is that the diagonal entries of $\mathbf{R}$ must equal one. From Eq. (8) they can be written as:

$$R_{ii} = \sum_{k=1}^{N} \lambda_k \phi_{i,k}^2, \quad i = 1, \ldots, N \quad (14)$$
Using the knowledge of all eigenvalues, we write
\[ R_{i,j} = 1 = \lambda \sum_{k=1}^{N-1} \phi_{i,k}^2 = \frac{N}{N-1} \sum_{k=1}^{N-1} \phi_{i,k}^2 \]
and therefore for any \( i \)th component of the eigenvector \( \phi_{i,N} \) it must hold that:
\[ \frac{N-1}{N} = \frac{N}{N-1} \sum_{k=1}^{N-1} \phi_{i,k}^2 = 1 - \phi_{i,N}^2 \]
resulting in: \( \phi_{i,N}^2 = 1/N \). The unit length of the last eigenvector is satisfied (Eq. (10)).

Expansion of an arbitrary off-diagonal term of \( R \) based on Eq. (8) yields:
\[ R_{i,j} = \lambda \sum_{k=1}^{N-1} \phi_{i,k} \phi_{j,k} \]
where the last eigenvalue is zero and the rest of them are equal and known (Eq. (12)):
\[ R_{i,j} = \frac{N}{N-1} \sum_{k=1}^{N-1} \phi_{i,k} \phi_{j,k}. \]
The sum can be computed using Eqs. (11) and (13):
\[ \sum_{k=1}^{N-1} \phi_{i,k} \phi_{j,k} + \phi_{i,N} \phi_{j,N} = 0. \]
Therefore an arbitrary off-diagonal term in Eq. (18) equals:
\[ R_{i,j} = \frac{N}{N-1} \left( \pm \frac{1}{N} \right) \]
This completes the derivation of lower bounds on \( \rho_{\text{rms}} \) and \( \rho_{\text{max}} \):
\[ \rho_{\text{rms}} \geq \frac{1}{N-1} \]
\[ \rho_{\text{max}} \geq \frac{1}{N-1}. \]

No algorithm for correlation control can perform better than that. Moreover, these bounds are not always possible to match due to the limited number of attainable correlations, see [19]. These limitations become even more severe with increasing \( N_{\text{var}} \) dimension.

In the case of the three random variables, four similar correlation matrices happen to equal the bounds; see the red circles in Fig. 1. There are four such optimal solutions \( R \) corresponding to the points in the middle of four convex surfaces of the tetrahedron-like boundary shape (the surface has four sharp vertices and contains six straight lines that connect them). However, it can be seen that the number of attainable correlations is very limited and in higher dimensions there are no such points on the surface in the optimal directions dictated by equal correlation magnitudes. In reality, therefore, \( \rho_{\text{rms}} \) is closer to the lower bound in Eq. (21) than the conservative measure \( \rho_{\text{max}} \).

Recalling the entries of an optimal matrix \( R \) that are featured in Eq. (20), one of the possible patterns that matches the lower bound is as follows:
\[ R_{i,j} = (-1)^{i+j+1} \frac{1}{N_{\text{var}} - 1}, \quad i \neq j. \]
Another example of an optimal matrix \( R \) can be obtained by requiring the same off-diagonal terms of \( R \), i.e. \( R_{i,j} = \rho \). Matrix \( R \) can be written as
\[ R = I + \rho (F - I) \]

where \( I \) is the identity matrix and \( F \) is an \( N_{\text{var}} \times N_{\text{var}} \) matrix of ones. The eigenvalues of such an \( R \) are \((1 - \rho) + \rho N_{\text{var}}\) (with multiplicity 1) and \((1 - \rho)\) (with multiplicity \( N_{\text{var}} - 1 \)). Setting the former eigenvalue to zero yields \( \rho = R_{i,j} \) for \( i, j = 1, \ldots, N_{\text{var}} \):
\[ R_{i,j} = \frac{1}{N_{\text{var}} - 1}, \quad i \neq j. \]

An interesting fact about both solutions (Eqs. (22) and (24)), is that all submatrices of the order \( n \leq N_{\text{var}} \) along the principal diagonal have the following eigenvalues:
\[ \lambda_i = \begin{cases} N_{\text{var}} - 1 & i = 1, \ldots, n-1 \\ N_{\text{var}} - n & i = n \\ N_{\text{var}} - 1 & i = n. \end{cases} \]
That is why the leading principal minors (principal subdeterminants) read:
\[ D_n = \prod_{i=1}^{n} \lambda_i = \left( \frac{N_{\text{var}}}{N_{\text{var}} - 1} \right)^{n-1} \frac{N_{\text{var}} - n}{N_{\text{var}} - 1}. \]
which is a decreasing function. To compare it for various dimensions \( N_{\text{var}} \), we scale the principal subdeterminant order \( n \) from 1 \ldots N_{\text{var}} to a nondimensional order \( j = (n - 1)/(N_{\text{var}} - 1) \) so that the first leading principal minor has \( j = 0 \) and the last one has \( j = 1 \). In other words, \( n = j (N_{\text{var}} - 1) + 1 \). The above equation then reads
\[ D_j = (1 - j) \frac{N_{\text{var}}}{N_{\text{var}} - 1} \frac{1}{j(N_{\text{var}} - 1)}. \]
The asymptotic decreasing function of subdeterminants is
\[ \lim_{N_{\text{var}} \to \infty} D_j = (1 - j) \exp(j). \]
This limiting function is plotted in Fig. 2 together with examples of the leading principal minors for selected dimensions \( N_{\text{var}} \).

5. Lower bounds on \( \rho_{\text{rms}} \) and \( \rho_{\text{max}} \) when \( N_{\text{sim}} = 2 \)

The optimal correlation matrix \( R \) has only one nonzero eigenvalue \( \lambda_1 = N_{\text{var}} \) and corresponding eigenvector with coordinates \( \pm 1/\sqrt{N_{\text{var}}} \). That is why in Eq. (17) any \( A_{ij} = \pm 1 \) which also follows from the sample correlation formulas. The lower bounds on both \( \rho_{\text{rms}} \) and \( \rho_{\text{max}} \) do not depend on \( N_{\text{var}} \) and they equal the unit upper bound:
\[ \rho_{\text{rms}} = \rho_{\text{max}} = 1. \]
\[ \rho_{\text{rms}} = \rho_{\text{max}} = 1. \]
\[ N_{\text{sim}} = 2 \]
6. Lower bound on \( \rho_{\text{rms}} \) for a general case of \( N_{\text{sim}} \leq N_{\text{var}} \)

The two limiting cases of \( N_{\text{sim}} = 2 \) and \( N_{\text{sim}} = N_{\text{var}} \) are solved.
We now present the solution to the general problem of \( N_{\text{sim}} \leq N_{\text{var}} \).
First consider an optimal correlation matrix \( R \) (optimal in the \( \rho_{\text{rms}} \) sense). Using Eq. (4) the minimized norm can be rewritten as:

\[
\rho_{\text{rms}} (R) = \sqrt{\frac{\sum_{i=1}^{N_{\text{var}}} \sum_{j=1}^{N_{\text{var}}} R_{ij}^2 - N_{\text{var}}}{N_{\text{var}} (N_{\text{var}} - 1)}} \tag{30}
\]

(subtract the \( N_{\text{var}} \) unit diagonal entries from the sum of squared correlations, then divide it by the number of the off-diagonal entries and then take the square root). It is known that the square of (the optimal) correlation matrix has a trace equal to the sum of the squared eigenvalues. We can truncate the sum after considering the \( r \) nonzero eigenvalues only:

\[
\text{tr} (R^2) = \sum_{i=1}^{N_{\text{var}}} \lambda_i^2 = \sum_{i=1}^{r} \lambda_i^2. \tag{31}
\]

Note also that each \( i \)th diagonal entry of \( R^2 \) represents the sum of squared correlations from the \( i \)th row (or column) of \( R \). Therefore, we can also write:

\[
\text{tr} (R^2) = \sum_{i=1}^{N_{\text{var}}} \sum_{j=1}^{N_{\text{var}}} R_{ij}^2. \tag{32}
\]

This sum also appears in Eq. (30). The correspondence between Eqs. (32) and (31) can be used in Eq. (30). Thus, minimization of \( \rho_{\text{rms}} \) is equivalent to the minimization of the sum of the \( r \) squared (nonzero) eigenvalues, i.e. eigenvalues whose sum is \( N_{\text{var}} \). This implies that optimality in terms of \( \rho_{\text{rms}} \) is achieved for equal nonzero eigenvalues, i.e. the trace \( \text{tr} (R) = N_{\text{var}} \) is distributed uniformly over the \( r \) nonzero eigenvalues:

\[
\lambda_i = \begin{cases} 
\frac{N_{\text{var}}}{r} & \text{when } i = 1, \ldots, r \\
0 & \text{when } i = r + 1, \ldots, N_{\text{var}}.
\end{cases} \tag{33}
\]

Thus, \( \text{tr} (R^2) = N_{\text{var}}^2 / r \) and inserting this result into Eq. (30) finally yields the lower bound for \( \rho_{\text{rms}} \), it being the norm for optimal singular correlation matrices \( R \) :

\[
\rho_{\text{rms}} \geq \rho_{\text{rms}} (R) = \sqrt{\frac{N_{\text{var}} - r}{(N_{\text{var}} - 1) r}} \tag{34}
\]

\[
= \sqrt{\frac{N_{\text{var}} - (N_{\text{sim}} - 1)}{(N_{\text{var}} - 1) (N_{\text{sim}} - 1)}}.
\]

It can be checked easily that the above obtained results in Eq. (21) (and Eq. (29)) for the limiting cases \( N_{\text{var}} = N_{\text{sim}} \) (and \( N_{\text{sim}} = 2 \) respectively) are recovered. Graphs of this lower bound for selected problem dimensions \( N_{\text{var}} \) are plotted in Fig. 3.

Note that for any given nonnegative difference \( d = N_{\text{var}} - N_{\text{sim}} \), the lower bound reads

\[
\sqrt{\frac{d + 1}{(N_{\text{sim}} + d - 1) (N_{\text{sim}} - 1)}} \tag{35}
\]

and thus the error remains asymptotically inversely proportional to the sample size, see the dashed lines in Fig. 3.

Note also that the optimal value of \( \rho_{\text{rms}} (R) \) in Eq. (34) never exceeds the following bound:

\[
\rho_{\text{rms}} (R) \leq \frac{1}{\sqrt{(N_{\text{sim}} - 1)}} \tag{36}
\]

see Fig. 3. This corresponds to the average performance for the case when sample ordering in \( X \) is left random, see [19] for details.

It can be shown that the following equality holds between the multiple and power of the optimal \( R \) matrix:

\[
\lambda_1 R = (R)^2 \tag{37}
\]

which, by induction, implies

\[
(\lambda_1)^{p-1} R = (R)^p \tag{38}
\]

where \( p \) is an arbitrary natural power. Since the two matrices on either side of the equation match, their traces must also match:

\[
\text{tr} ((\lambda_1)^{p-1} R) = \text{tr} (R^p). \tag{39}
\]

The trace on the right hand side reads: \( \text{tr} (R^p) = \sum_{i=1}^{r} (\lambda_i)^p \). Therefore, Eq. (39) can be rewritten as:

\[
(\lambda_1)^{p-1} N_{\text{var}} = r \cdot (\lambda_1)^p \tag{40}
\]

which is true because the eigenvalue has been found to equal \( \lambda_1 = N_{\text{var}} / r \).

It is clear now that the error \( \rho_{\text{rms}} \) of any actual correlation matrix \( A \) resulting from the proposed correlation control algorithm [14,15] lies between the lower bound given in Eq. (34) and the upper bound given in Eq. (36) which corresponds to the average error \( \rho_{\text{rms}} \) in random ordering [19], see Fig. 3. What remains unclear is (i) whether the optimal solution can be numerically achieved and (ii) whether such optimal correlation matrix \( R \) is unique. The first question can be answered by the analysis of attainable values of correlation coefficients which was performed in [19]. The answer to the second question follows numerically. The optimal correlation matrix can be obtained by solving its eigenvectors \( \Phi \) given the spectrum of eigenvalues \( \Lambda \) from Eq. (33) and requesting (i) \( \Phi \Phi^T = \Phi^T \Phi = I \) and (ii) unit main diagonal of \( R = \Phi \Lambda \Phi^T \). Indeed, the solution is not unique. For concreteness, we present two equally good (optimal) correlation matrices constructed for \( N_{\text{var}} = 4 \) variables and \( N_{\text{sim}} = 3 \) simulations that correspond to the same Euclidean distance from the origin in the space of all \( N \) correlations:

\[
(\mathbf{\nabla} \mathbf{R}_{4,3}) = \begin{pmatrix} 1 & 0.9 & 0 & -0.4359 \\
-\sqrt{2}/2 & 1 & 0.4359 & 0 \\
0 & \sqrt{2}/2 & 1 & 0.9 \\
-\sqrt{2}/2 & 0 & \sqrt{2}/2 & 1 \end{pmatrix}. \tag{41}
\]

The common feature of all optimal correlation matrices \( R \) is that the sum of squared correlations in any row (column) equals the nonzero eigenvalue \( N_{\text{var}} / r \). After subtracting the diagonal unit, we
have \((N_{\text{var}} - r)/r\), which must be distributed over the remaining \(N_{\text{var}} - 1\) entries in that row (column):

\[
\sum_{j=1,j\neq i}^{N_{\text{var}}} R_{ij}^2 = \lambda_1 - 1 = \frac{N_{\text{var}} - r}{r}.
\]  

(42)

So, the average sum of squares in each row is \((N_{\text{var}} - r)/[r(N_{\text{var}} - 1)]\), which is exactly what appears in squared Eq. (34). It means that the average squared correlation of any variable with the remaining \(N_{\text{var}} - 1\) variables is identical to the average of all squared correlations in \(R\).

There are, however, infinitely many matrices \(R\) represented by points of intersection of (i), a hypersphere with a radius of \(\rho_{\text{rms}}(R) \times \sqrt{N_r}\) in the \(N_r\)-dimensional space of all correlations with (ii), the boundary of the set of all positive definite correlation matrices that contains all singular correlation matrices with rank \(r\) (an analogous surface to that in Fig. 1). Are there some solutions that are better than others among these? For example, the two matrices \(R_{a,3}\) and \(R_{b,3}\) are equally good with respect to \(\rho_{\text{rms}}\), but \(R_{d,3}\) has a better \(\rho_{\text{rms}} = \sqrt{2}/2 = 0.707\). Frequently, the sampling plan \(X\) cannot be \(\rho_{\text{rms}}\)-optimal and \(\rho_{\text{max}}\)-optimal simultaneously. The problem is that we seek the nearest point to the origin on a part of the surface described earlier, but we generally cannot take the directions given by equal correlation magnitudes as can be done for \(N_{\text{var}} = N_{\text{sim}}\). A \(\rho_{\text{rms}}\)-optimal design may not be satisfactorily under the \(\rho_{\text{max}}\) criterion, and vice versa. Hence, to construct a satisfactory sampling plan, some trade off between \(\rho_{\text{rms}}\) and \(\rho_{\text{max}}\) should be considered. A good strategy seems to be to find an \(\rho_{\text{rms}}\)-optimal sampling plan with a small \(\rho_{\text{max}}\) (e.g. to prefer \(R_{a,3}\) over \(R_{a,3}\)).

The task is now to find \(R\)-matrices minimizing \(\rho_{\text{max}}\). These matrices will be denoted as \(R_{\text{rms}}\) from here on.

Let us illustrate the problem for the above mentioned case of \(N_{\text{sim}} = 3\) and \(N_{\text{var}} = 4\). Generally, the correlation matrix has six entries in the lower triangle:

\[
R = \begin{pmatrix}
a & b & c \\
b & a & c \\
c & b & a
\end{pmatrix}.
\]  

(43)

Imposing the equality condition of sums of squared correlations in any row and any column, one finds that the absolute values \(|a|\) and \(|j|\) must match. Similarly, \(|b|\) and \(|e|\) must match. Finally, \(|c|\) and \(|f|\) also must match. The matrix simplifies into only several possible patterns (combinations of signs), one of which is shown in the upper triangle. The vector size \(1 + a^2 + b^2 + c^2 = N_{\text{var}}/r = 2\) must be fulfilled. Next, we request that the third leading principal minor be zero: \(1 + 2abc - (a^2 + b^2 + c^2) = 0\). Since the sum in the parentheses equals one, at least one of \(a, b\) or \(c\) must be zero. One of the possible solutions is the set \(a = 0, b = \pm \sqrt{1-c^2}\) (a circle in \(b,c\)). There are another two circles corresponding to \(b = 0\) and \(c = 0\). All of these solutions lead to the zero determinant of the whole matrix. The further minimization of \(\rho_{\text{max}}\) implies the condition \(c^2 = 1-c^2\), i.e. \(c = \pm \sqrt{2}/2\). An equivalent solution has been found in \(R_{a,3}\). Note that many solutions exist equivalent to \(R_{a,3}\), corresponding to those points on the circles where the angle between variables with nonzero correlations is \(\pi/4\).

The task of the numerical search of optimal \(R_{\text{rms}}\) matrices for the general dimensions \(N_{\text{var}}\) and \(N_{\text{sim}}\) can be viewed as an inverse eigenvalue problem. It concerns the reconstruction of a matrix from prescribed spectral data (information about eigenvalues or eigenvectors). The objective is to construct a matrix that maintains a certain specific structure as well as that given spectral property. One can employ optimization algorithms to attack the problem. We have developed a simple iterative technique to find a matrix with the desired eigenvalues (diagonal matrix \(\Lambda\)). Suppose we have a symmetric matrix \(R_{ij}\) with ones on the main diagonal in the \(i\)th iteration. Then we find its eigenvector matrix \(\Phi_{ij}\) and the diagonal eigenvalue matrix \(\Lambda_{ij}\). So that \(R_{ij} = \Phi_{ij}\Lambda_{ij}\Phi_{ij}^T\). Then, we calculate a new iteration by (i) replacing the actual eigenvalues with the target ones: \(R_{ij} = \Phi_{ij}\Lambda_{ij}\Phi_{ij}^T\) and (ii) setting the diagonal entries of \(R_{ij}\) to ones. The iterations are repeated until the eigenvalues of \(R_{ij}\) match the requested \(A\). By perturbing the initial symmetric matrix \(R_{ij}\), one can find an optimal solution \(R_{\text{rms}}\) that has the prescribed eigenvalues.

We have developed another technique to construct the optimal matrices. The technique is based on analogy with a simple mechanical system. This is described next.

7. Mechanical analogy for \(R\), \(R_{\text{rms}}\) and \(M\) matrices when \(N_{\text{sim}} \leq N_{\text{var}}\)

The correlation matrices \(R\) that attain the lower bound on \(\rho_{\text{rms}}\) in a general case of \(N_{\text{sim}} \leq N_{\text{var}}\) can be shown to be nicely analogous with a simple mechanical system. This can be explained in a particularly illustrative way.

The entries of the correlation matrix can be viewed as the cosines of angles between random variables. Zero correlation corresponds to a right angle (uncorrelatedness) while the extreme correlation of \pm 1 corresponds to angles of zero or 180° (zero or \(\pi\) radians).

Now imagine a system of \(N_{\text{var}}\) rigid bars all connected by a single hinge located in the origin of the coordinate system. These bars represent random variables. All pairs of these bars (directions) are also connected by perfectly elastic nonlinear rotational springs, all with the same constitutive law.

Minimization of \(\rho_{\text{rms}}\) corresponds to the minimization of a sum of squared cosines (correlations). Similarly, the total stored energy of the system is obtained as a sum of the energies accumulated in all springs. Therefore, each rotational spring connecting variables \(i\) and \(j\) contributes to the sum of the stored elastic energy by \(E_{ij}\):

\[
E_{ij} = \cos^2(\alpha_{ij})
\]  

(44)

where \(\alpha_{ij}\) is the angle between this pair. The number of pairs (rotational springs) is \(N_r\), see Eq. (2).

Once the number of bars exceeds the dimension of the space (\(r\)), the total elastic energy (corresponding to \(\rho_{\text{rms}}\)) cannot equal zero. The springs are stretched and the system automatically reaches a state of extremal energy. The constitutive law (moment \(M_{ij}\) in each rotational spring acting in the plane of the pair of springs) can be derived by differentiating the energy function with respect to the corresponding angle:

\[
M_{ij} = \frac{\partial E_{ij}}{\partial \alpha_{ij}} = -2 \cos(\alpha_{ij}) \sin(\alpha_{ij}) = \sin \left[2 \left(\alpha_{ij} - \frac{\pi}{2}\right)\right].
\]  

(45)

This equation is visualized in Fig. 4. The elastic energy stored in each such spring according to Eq. (44) is proportional to the shaded area. It increases from the zero difference between \(\alpha_{ij}\) and the right angle \(\pi/2\) (the only case of zero energy). As can be seen in Fig. 4, the springs are highly nonlinear. The current stiffness of the springs depends on the angle and it can be calculated as

\[
k_{ij} = \frac{\partial M_{ij}}{\partial \alpha_{ij}} = -2 \cos(2\alpha_{ij}) = 2 - 4 \cos^2(\alpha_{ij}).
\]  

(46)

The dimension of the space where all these bars are interacting equals \(r = N_{\text{sim}} - 1\). For example, the situation of \(N_{\text{sim}} = 4\) corresponds to three-dimensional space in which one can place a system with a maximum of three bars to obtain zero energy (the bars are aligned with the three orthogonal directions). Having more bars
causes the springs to be stretched. The minimal energy that can be attained is dictated by the result in Eq. (34) and equals:

$$\Pi_{N_{\text{var}} \geq N_{\text{sim}}} = N_{\text{var}} \frac{N_{\text{var}} - (N_{\text{sim}} - 1)}{2} = \frac{N_{\text{var}} - r}{r}. \quad (47)$$

Is the configuration of bars in the system that attains this minimal energy unique? No. It can be shown that there is an energetic plateau and the extremal energy can be obtained by infinitely many configurations. These configurations correspond to correlation matrices with the same spectrum of eigenvalues—such as the two examples in Eq. (41). In this example, once the configuration corresponding to cosines in $R_{4,3}$ is found, one can start pushing the pair of bars with the greatest absolute cosine of their angle towards each other to achieve $R_{4,3}$ while remaining at the energetic minimum (i.e., keeping $\rho_{\text{rms}}$).

We have performed numerical tests with a dynamical simulation program implementing the described system. It should be noted that the system has an obvious unstable point with extremal energy that corresponds to all angles being equal to zero. A small temporary disturbance from such an unstable state leads to re-arrangement into a desired configuration with minimal $\rho_{\text{rms}}$. In order to avoid being trapped in an unstable configuration, it is advisable to begin the simulation with a random configuration. Once the system finds a state with minimal $\rho_{\text{rms}}$ (an $R$ matrix), one can perturb it to reach $R^M$. In the numerical simulation program this can be achieved by temporarily slightly increasing the stiffness $k_{ij}$ of the spring connecting the bars with some angle $\alpha_{ij}$ that has the greatest absolute difference from the right angle. This adjustment makes the (damped) system slide over the energetic plateau towards the desired state (usually exhibiting some special symmetries). Fig. 5(b) illustrates the difference between a configuration corresponding to $R$ matrix optimal in the sense of $\rho_{\text{rms}}$ (before the additional adjustment, red lines) and the configuration $R^M$ with the same $\rho_{\text{rms}}$ and further minimized $\rho_{\text{rms}}$. The number of variables is $N_{\text{var}} = 5$ and the sample size is $N_{\text{sim}} = 3$ (top) and 4 (bottom). The numerical values of the correlations corresponding to the $R$ matrices in Fig. 5(b) are:

$$\begin{pmatrix} \rho_{R_{3,3}} \\ \mathbf{b} \cdot R_{3,4} \end{pmatrix} = \begin{pmatrix} 1 & 0.7118 & 0.2149 & -0.3512 & -0.9076 \\ -0.3361 & 1 & 0.8389 & 0.4076 & -0.3512 \\ 0.3696 & 0.6666 & -0.2906 & 1 & 0.7118 \\ 0.5342 & -0.0461 & 0.6148 & 0.0358 & 1 \end{pmatrix}. \quad (48)$$

The two corresponding matrices $R^M$ are formulated in Eq. (75).

We note that the mechanical system can easily be implemented for solving a spatial dimension $r$ that is greater than three. Placement of the endpoints of the bars is, in fact, placing points on the “surface” of a unit hypersphere, or $(r - 1)$-sphere, it being the boundary of an $r$-dimensional ball with unit radius, where $r$ is the arbitrary natural dimension. The Euclidean coordinates of all $N_{\text{var}}$ endpoints in $r$-dimensional space can be arranged in an $(N_{\text{var}} \times r)$ matrix denoted $B$. The corresponding correlation matrix is then obtained simply as:

$$R = B B^T. \quad (49)$$

Each row $i$ of the $B$ matrix (a point in Cartesian coordinates) can be expressed using the corresponding $(r - 1)$ hyperspherical coordinates (angles) $\psi_{i,1}, \ldots, \psi_{i,r-1}$ as:

$$B_{ij} = \begin{cases} \cos (\psi_{i,j}) \cdot \prod_{k=1}^{j-1} \sin (\psi_{i,k}) & \text{for } j = 1, \ldots, r - 1 \\ \prod_{k=1}^{j-1} \sin (\psi_{i,k}) & \text{for } j = r. \end{cases} \quad (50)$$

Note that the last angular coordinate $\psi_{i,r-1}$ of any variable $i$ ranges over $[0, 2\pi)$ and the remaining angles range over $[0, \pi)$. The correlation matrix can thus be stored by using the $N_{\text{var}} \times (r - 1)$ matrix of angular coordinates $\psi_{i,j}$. Whenever $N_{\text{sim}} < \frac{1}{2} (N_{\text{var}} + 3)$, this is a more compact storage format than saving $N_{\text{sim}}^2$ correlation coefficients.

To illustrate this point, we present the matrices for the optimal correlation matrix $R^{M}_{3,3} = M_{3,3}$ (three variables each represented by three simulations). This optimal matrix is visualized in two different figures, namely by a red circle in Fig. 1 and in a different space also in Fig. 5, top left. The matrix (one vector) of three angular coordinates $\psi_{3,3} = (0, \frac{\pi}{2}, \frac{2\pi}{3})^T$, from which the corresponding matrices can be constructed as:

$$B_{3,3} = \begin{pmatrix} 1 \\ \frac{1}{\sqrt{2}} \\ \frac{1}{\sqrt{2}} \\ \frac{1}{2} \sqrt{3} \\ \frac{1}{2} \sqrt{3} \\ -1 \frac{1}{2} \sqrt{3} \\ \frac{1}{2} \sqrt{2} \\ \frac{1}{2} \sqrt{2} \\ -1 \frac{1}{2} \sqrt{2} \\ \frac{1}{2} \sqrt{2} \end{pmatrix}, \quad R^{M}_{3,3} = \begin{pmatrix} 1 & 1 & 1 \\ 1 & \frac{1}{2} & \frac{1}{2} \\ \frac{1}{2} & \frac{1}{2} & 1 \\ \frac{1}{2} & \frac{1}{2} & -1 \\ -1 & \frac{1}{2} & 1 \\ -1 & \frac{1}{2} & -1 \end{pmatrix}. \quad (51)$$

Matrix $B$ can be viewed as a product of the eigenvalues in the diagonal and the diagonal matrix of the square roots of the eigenvalues (recall the spectral representation in Eq. (8)):

$$R = B B^T = \Phi \Lambda^{1/2} (\Lambda^{1/2})^T. \quad (52)$$

The eigenvectors corresponding to the zero eigenvalues can be ignored. In the case of $R$ matrices, the nonzero eigenvalues are identical and therefore the $B$ matrix becomes just the $\Phi$ matrix multiplied by a scalar:

$$B = \sqrt{\lambda} \Phi \quad (53)$$

so that the rows of $B$ (rigid bars) are scaled to unit length.

In the above studied numerical example in Eq. (51), the two eigenvectors of correlation matrix $R^{M}_{3,3}$ were selected as:

$$\Phi_{3,3} = \begin{pmatrix} \frac{1}{\sqrt{3}} \\ \frac{1}{\sqrt{3}} \\ \frac{1}{\sqrt{3}} \\ -\frac{1}{\sqrt{6}} \\ \frac{1}{\sqrt{6}} \\ \frac{1}{\sqrt{6}} \end{pmatrix}. \quad (54)$$

Visualizations of $R^{M}$ matrices in Fig. 5 has been selected so that the first row of $B$ matrix is a vector aligned with $x$ axis, i.e. the coordinates of the first row vector read $(1, 0, \ldots, 0)$. Note also that when the $\rho_{\text{rms}}$ criterion is the object of minimization (to obtain $M$), the energy function in the mechanical
In the above equation, we exploited the fact that has a particular pattern of the optimal matrices can be written as symmetric Toeplitz matrix \( \mathbf{R} = (\mathbf{R}_{ij}) \). In particular, it takes the following form:

\[
\mathbf{R}_{ij}^{\text{opt}} = \frac{2}{r} \cos \left( \frac{i - j}{N_{\text{var}}} \right)
\]

where the multiplier \( \left( \frac{2}{r} \right) \) = 1. Such an optimal correlation matrix has \( \rho_{\text{rms}} \) according to Eq. (34) and the absolute extreme correlation:

\[
\rho_{\text{max}}^{\text{opt}} = \cos \left( \frac{\pi}{N_{\text{var}}} \right).
\]

This extreme correlation appears right next to the main diagonal and negatively also in the corners of the secondary diagonal of \( \mathbf{R}^{\text{opt}} \), see e.g. the example \( \mathbf{R}_{ij}^{\text{opt}} \) in Eq. (41). It is easy to check that the sum of squared off-diagonal correlations in any row (column) equals \( (N_{\text{var}} - r)/r \), as required in Eq. (42):

\[
\sum_{j=\text{const, } i \neq j} (\mathbf{R}_{ij}^{\text{opt}})^2 = \sum_{i=1}^{N_{\text{var}}-1} \cos^2 \left( \frac{i \pi}{N_{\text{var}}} \right) = \frac{N_{\text{var}} - 2}{2}.
\]

The eigen-properties are now explicitly given. We now examine the determinants of the suggested pattern of \( \mathbf{R}^{\text{opt}} \). The leading principal minor \( D_1 = 1 \) and the second leading principal minor \( D_2 = \sin^2 \left( \frac{\pi}{N_{\text{var}}} \right) \). All other subdeterminants along the leading diagonal equal zero.

Let us now study the ratio between \( \rho_{\text{max}} \) and \( \rho_{\text{rms}} \) for the optimal matrices \( \mathbf{R}^{\text{opt}} \):

\[
\nu(N_{\text{var}}) = \frac{\rho_{\text{max}}}{\rho_{\text{rms}}} = \cos \left( \frac{\pi}{N_{\text{var}}} \right).
\]

The ratio \( \nu \) initially grows with \( N_{\text{var}} \) to attain its maximum of \( \approx 1.436 \) when \( N_{\text{var}} = 17 \) and then it decreases and converges towards its limit:

\[
\lim_{N_{\text{var}} \to \infty} \nu = \sqrt{2} \approx 1.414
\]

i.e. the ratio of errors never exceeds 1.436 and reaches up to approx. 41% for large \( N_{\text{var}} \).

9. Optimal matrices \( \mathbf{R} \) when \( N_{\text{sim}} = N_{\text{var}} - 1 \)

We have found that the optimal \( \mathbf{R} \) can again form a symmetric Toeplitz matrix with ones on the diagonal and the following off-diagonal entries:

\[
\mathbf{R}_{ij} = (-1)^{i+j+1} \left( \frac{2}{r} \right) \cos \left( \frac{i - j}{N_{\text{var}}} \right).
\]
This pattern is very similar to Eq. (55). The only difference is that the signs on each row/column alternate. The multiplier \((i = \frac{N_{\text{var}}}{2})\). Again, each row (column) features a pair of nonzero off-diagonal entries that are equal in their absolute values. Such an optimal correlation matrix has \(\rho_{\text{rms}}\), according to Eq. (34) and the absolute extreme correlation:

\[
\rho_{\text{max}} = \frac{2}{N_{\text{var}} - 2} \cos \left( \frac{\pi}{N_{\text{var}}} \right). \tag{63}
\]

Again, it is easy to check the validity of Eq. (42), i.e. that the sum of squared off-diagonal correlations in any row (column) equals \((N_{\text{var}} - r)/r\). Using Eqs. (57) and (58) we can write:

\[
\sum_{i=1, ij}^{N_{\text{var}}} (R_{ij}^M)^2 = \kappa \left( \frac{2}{N_{\text{var}} - 2} \right)^2 = \frac{2}{N_{\text{var}} - 2}. \tag{64}
\]

This happens to be the inverse value of the same sum in Eq. (57). The duality between the case of \(N_{\text{sim}} = 3\) and \(N_{\text{sim}} = N_{\text{var}} - 1\) will be shown (Section 10) to be a more general feature of \(R^M\).

Computation of eigenvectors of \(R^M\) can, in this case, be greatly simplified by using the following. We will demonstrate it for \(N_{\text{var}}\); the extension to the odd dimension is simple. Firstly, it is helpful to partition the matrix into four symmetric square blocks each of which has the order \(N_{\text{var}}/2\):

\[
R^M = \begin{pmatrix} P & J^T \rho \text{sym} \end{pmatrix}
\]

and where \(J\) is the flip matrix defined in Section 3.1. As shown in Lemma 3 of [23], the above matrix and

\[
\begin{pmatrix} P - J^T \rho \text{sym} & 0 \\ 0 & P + J^T \rho \text{sym} \end{pmatrix} = \begin{pmatrix} K & 0 \\ 0 & S \end{pmatrix}
\]

are orthogonally similar. In the above equation, entries of the square symmetric matrices \(K\) and \(S\) read \((i, j = 1, \ldots, N_{\text{var}}/2)\):

\[
Q_{ij} = P_{ij} - P_{N_{\text{var}}-i+1,j}
\]

\[
S_{ij} = P_{ij} + P_{N_{\text{var}}-i+1,j}
\]

Theorem 2 in [23] shows that the \(N_{\text{var}}/2\) skew symmetric eigenvectors \(\phi_j\) of \(R^M\) can be determined by solving the equation

\[
(P - J^T \rho \text{sym}) \begin{pmatrix} u_j \end{pmatrix} = \lambda_j u_j \tag{68}
\]

in which we are only interested in \(\frac{1}{2} (N_{\text{var}} - 2)\) orthonormal eigenvectors \(u_j\) corresponding to the nonzero eigenvalues \(\lambda_j = N_{\text{var}}/2 - 2\). \(j = 1, 2, \ldots, \frac{1}{2} (N_{\text{var}} - 2)\). From this solution, all the skew symmetric eigenvectors of \(R^M\) can be constructed by adding negative reflected coordinates \(u_j\) and normalizing the resulting vectors:

\[
\phi_j^{\text{skew}} = \frac{1}{\sqrt{2}} (u_j, -Ju_j)^T. \tag{69}
\]

The symmetric eigenvectors can be constructed similarly from the solution of the following half-sized problem:

\[
(P + J^T \rho \text{sym}) \begin{pmatrix} v_j \end{pmatrix} = \lambda_j v_j. \tag{70}
\]

Here, we again use the \(\frac{1}{2} (N_{\text{var}} - 2)\) eigenvectors \(v_j\) with nonzero eigenvalues \(\lambda_j = N_{\text{var}}/2 - 2\) to construct the symmetric eigenvectors as: \(\phi_j^{\text{sym}} = \frac{1}{\sqrt{2}} (v_j, Jv_j)^T\). In our case, however, the following equality holds for the two half-sized submatrices:

\[
S = (P + J^T \rho \text{sym}) = (1 - J^T \rho \text{sym} \begin{pmatrix} J \end{pmatrix}) = \begin{pmatrix} J \end{pmatrix}
\]

meaning that the matrix in Eq. (70) is, in fact, the matrix from the problem in Eq. (68) flipped along the secondary diagonal. All the orthonormal eigenvectors \(v_j\) can be taken as \(Ju_j, j = 1, 2, \ldots, \frac{1}{2} (N_{\text{var}} - 2)\). Therefore, the symmetric eigenvectors of \(R^M\) read:

\[
\phi_j^{\text{sym}} = \frac{1}{\sqrt{2}} (Ju_j, u_j)^T. \tag{72}
\]

To conclude, the set of \(\frac{1}{2} (N_{\text{var}} - 2)\) orthonormal eigenvectors of matrix \(R^M\) that correspond to the repeated eigenvalue \(\lambda = N_{\text{var}}/(N_{\text{var}} - 2)\) can be obtained as a collection of the skew symmetric vectors in Eq. (69) and of the symmetric eigenvectors in Eq. (72). Therefore, it suffices to find eigenvectors of \(K\) in Eq. (68) from which the eigenvectors of \(R^M\) can be easily constructed. The eigenvectors \(u_j\) of \(K\) that correspond to the repeated eigenvalue can be written, for example, as:

\[
\begin{pmatrix} 0 \\ d_j \end{pmatrix}, \quad i > j, \quad i = j
\]

\[
\begin{pmatrix} c_j \cdot (-1)^{i+j+1} + \sin \left( \frac{\pi}{2} \right) \end{pmatrix}, \quad i < j.
\]

In other words, they form a lower triangular matrix with the diagonal elements \(d_j\). The components of the eigenvector corresponding to the zero eigenvalue read:

\[
\begin{pmatrix} \sqrt{2} \rho_{\text{rms}} / \rho_{\text{max}} \end{pmatrix} \begin{pmatrix} \rho_{\text{rms}} \end{pmatrix} = \begin{pmatrix} 0 \end{pmatrix}
\]

\[
\begin{pmatrix} c_{i} \cdot (\sqrt{2} \rho_{\text{rms}} / \rho_{\text{max}}) \end{pmatrix}, \quad i < j.
\]

The pairs \(d_j\) and \(c_j\) are found from the conditions of orthonormality:

\[
\begin{pmatrix} d_j^2 + c_j^2 \end{pmatrix} = \begin{pmatrix} 1 \end{pmatrix}
\]

\[
\begin{pmatrix} c_{i} \cdot (\sqrt{2} \rho_{\text{rms}} / \rho_{\text{max}}) \end{pmatrix}, \quad i < j.
\]

To give an example that directly compares the matrices for \(N_{\text{sim}} = 3\) and \(N_{\text{sim}} = N_{\text{var}} - 1\), we present two centrosymmetric Toeplitz matrices \(R^M\) for \(N_{\text{var}} = 5\). In particular, the lower triangle presents the situation when \(N_{\text{sim}} = 4\) and the upper triangle \(N_{\text{sim}} = 3\). (studied in the previous section). The constants are: \(a = \cos(\pi/5) = \frac{1}{4} (1 + \sqrt{5})\), \(b = \cos(2\pi/5)\), \(c = a \cdot 2/3\), \(d = b \cdot 2/3\).

A noticeable fact is that the sorted absolute correlations for \(N_{\text{sim}} = 3\) and \(N_{\text{sim}} = N_{\text{var}} - 1\) are identical up to a constant ratio of 2/3. This fact is going to be discussed next in Section 10.

Again, the ratio between \(\rho_{\text{rms}}\) and \(\rho_{\text{max}}\) for the optimal matrices \(R^M\) reads:

\[
\frac{\rho_{\text{rms}}}{\rho_{\text{max}}} = \frac{1}{\sqrt{\frac{2}{(N_{\text{var}} - 1)(N_{\text{var}} - 2)}}} v(N_{\text{var}}). \tag{76}
\]

The ratio is strictly identical to that in Eq. (60) obtained for \(N_{\text{sim}} = 3\). Therefore, the limit given in Eq. (61) for large \(N_{\text{var}}\) holds.

10. Optimal matrices \(R, R^M\) and \(M\) for arbitrary \(N_{\text{sim}} < N_{\text{var}}\)

The optimal matrices \(R\) and \(R^M\) for arbitrary sample sizes \(N_{\text{sim}} \in (3, N_{\text{var}} - 1)\) do not seem to follow any general simple pattern.

We have found, however, that, for a given dimension \(N_{\text{var}}\) there is a special relationship between pairs of solutions \(R^M\) for sample sizes:

- \(N_{\text{sim}} = n\) and a somewhat associated sample size
- \(N_{\text{sim}} = N_{\text{var}} - n + 2\)
To be specific, the smaller of the two sample sizes must satisfy: \(2 \leq n < \frac{1}{3}N_{\text{var}} + 1\). The previously obtained solutions \(\mathbf{R}^{M}\) for the pair \(N_{\text{sim}} = 2\) and \(N_{\text{sim}} = N_{\text{var}}\) constitute boundary solutions of a certain type between which the pairs for the above sample sizes are found, symmetrically distributed with regard to the average sample size. Another studied pair is when \(N_{\text{sim}} = 3\) and \(N_{\text{sim}} = N_{\text{var}} - 1\).

Let us now consider the extreme absolute correlations \(\rho_{\max}(\mathbf{R}^{M})\) for that pair of solutions. Assume the maximum correlation \(\rho_{\max}(\mathbf{R}^{M})\) for the smaller sample \(N_{\text{sim}} = n\) is known. Then, the maximum absolute correlation for the complementary problem with the sample size \(N_{\text{sim}} = N_{\text{var}} - n + 2\) is just a multiple \(\eta\) of the other one. The ratio between the two norms happens to be the ratio between the corresponding eigenvalues:

\[
\eta(N_{\text{var}}, n) = \frac{\rho_{\max}(\mathbf{R}^{M})_{N_{\text{var}}, N_{\text{sim}} = N_{\text{var}} - n + 2}}{\rho_{\max}(\mathbf{R}^{M})_{N_{\text{var}}, N_{\text{sim}} = n}} = \frac{\lambda_1(\mathbf{R}^{M})_{N_{\text{var}}, N_{\text{sim}} = n}}{\lambda_1(\mathbf{R}^{M})_{N_{\text{var}}, N_{\text{sim}} = N_{\text{var}} - n + 2}} = \frac{n - 1}{N_{\text{var}} - (n - 1)}. \tag{77}
\]

Note that the inverse value of this ratio was featured above in Eq. (42).

The ratio \(\eta\) does not only hold for the extreme absolute correlations. We have found that it also holds for all absolute correlations in the two matrices \(\mathbf{R}^{M}\). Specifically, if one takes a sorted list of all absolute correlations (angular deviations from orthogonality) in \(\mathbf{R}^{M}\) for a certain dimension \(N_{\text{var}}\) and sample size \(N_{\text{sim}} = n\), the analogous list for the same dimension and \(N_{\text{sim}} = N_{\text{var}} - n + 2\) is just the \(\eta\)-multiple of the previous list. This is exemplified in Eq. (75) and there are more examples in Appendix A.

where solutions \(\mathbf{R}^{M}\) for small dimensions are presented, see Eqs. (86), (88), (92) and (93).

In other words, if one knows the distribution of \(N_{\text{var}}\) rigid bars from the mechanical analogy in \((n - 1)\)-dimensional space, the same number of bars in the space of dimension \((N_{\text{var}} - n + 1)\) have, between all pairs, the same deviations from right angles multiplied by \(\eta\).

This gives us a tool to construct the matrix \(\mathbf{R}^{M} = \bar{R}_{ij}\) for \(N_{\text{sim}} = N_{\text{var}} - n + 2\) when the matrix \(\mathbf{R}^{M} = R_{ij}\) for the smaller sample size \(N_{\text{sim}} = n\) is known. How? The absolute values of entries \(R_{ij}\) can be just replaced by \(\eta\)-multiples to obtain the absolute values of entries \(\bar{R}_{ij}\). It is easy to check that such a construction from known \(\mathbf{R}^{M}\) (which fulfills the identity in Eq. (42)) fulfills the same identity as well.

Let us now focus on the ratio \(\nu\) between \(\rho_{\max}\) and \(\rho_{\text{rms}}\):

\[
\nu(N_{\text{var}}, N_{\text{sim}}) = \frac{\rho_{\max}(\mathbf{R}^{M})}{\rho_{\text{rms}}(\mathbf{R}^{M})}, \tag{78}
\]

We have found that, for given \(N_{\text{var}}\), this ratio attains its maximum for \(N_{\text{sim}} = 3\) and the same maximum also for \(N_{\text{sim}} = N_{\text{var}} - 1\). These two maxima were studied in Eqs. (60) and (76). Numerical results suggest that the ratio \(\nu\) symmetrically decreases as the sample size \(N_{\text{sim}}\) approaches the midpoint of the studied interval \(N_{\text{sim}} \in (3, N_{\text{var}} - 1)\), i.e. for \(N_{\text{sim}} = \frac{1}{2}N_{\text{var}} + 1\). This is illustrated in Fig. 6. We remark that for the two boundary sample sizes \(N_{\text{sim}} = 2\) and \(N_{\text{sim}} = N_{\text{var}}\), the ratio equals 1, because the two norms match, see Eqs. (29) and (21).

We now prove that the ratio \(\nu\) is identical for any pair with \(N_{\text{sim}} = n\) and \(N_{\text{sim}} = N_{\text{var}} - n + 2\). Using Eqs. (77) and (34) yields:

\[
\eta(N_{\text{var}}, n) \rho_{\max}(\mathbf{R}^{M})_{N_{\text{var}}, N_{\text{sim}} = n} = \frac{\rho_{\max}(\mathbf{R}^{M})_{N_{\text{var}}, N_{\text{sim}} = N_{\text{var}} - n + 2}}{\rho_{\text{rms}}(\mathbf{R}^{M})_{N_{\text{var}}, N_{\text{sim}} = n}} = \frac{\eta(N_{\text{var}}, n) \rho_{\max}(\mathbf{R}^{M})_{N_{\text{var}}, N_{\text{sim}} = n}}{\rho_{\text{rms}}(\mathbf{R}^{M})_{N_{\text{var}}, N_{\text{sim}} = n}} = \frac{(N_{\text{var}} - 1) (N_{\text{var}} - n)}{N_{\text{var}} - (n - 1)}.
\]

The numerical results (numerator in Table 1) obtained for \(\mathbf{M}\) matrices suggest that neither decreasing the number of simulations \(N_{\text{sim}}\) nor increasing the dimension \(N_{\text{var}}\) can decrease the error \(\rho_{\max}\):

\[
\rho_{\max}(\mathbf{M}) \leq \rho_{\max}(\mathbf{M}) \leq \rho_{\max}(\mathbf{M})\, \eta_{N_{\text{var}} - 1, N_{\text{var}}, N_{\text{sim}}}, \tag{80}
\]

We conclude this section by formulating the final conjectured inequality: for a given stochastic dimension \(N_{\text{var}}\) and sample size \(N_{\text{sim}} < N_{\text{var}}\), the extreme absolute correlations in the optimal matrices \(\mathbf{M}\) and \(\mathbf{R}^{M}\) are found within the following bounds:

\[
\rho_{\text{rms}}(\mathbf{R}^{M}) \leq \rho_{\max}(\mathbf{R}^{M}) \leq \rho_{\max}(\mathbf{R}^{M}) \leq 1.436 \rho_{\text{rms}}(\mathbf{R}^{M})\, \tag{81}
\]

where the term \(\rho_{\text{rms}}(\mathbf{R}^{M})\) is explicitly given in Eq. (34).

11. Conclusions

This paper presents a number of theoretical and numerical results concerning two norms of optimal correlation matrices in relation to correlation control in Monte Carlo type sampling and
designs of experiments. The optimal singular correlation matrices are constructed for the cases when the number of simulations $N_{	ext{sim}}$ is less than or equal to the number of random variables $N_{\text{var}}$. The need to use sparse data (sample) in higher dimensions is a general trend in the field of probabilistic engineering practise. The main results are:

- An explicit formula for the root mean square error $\rho_{\text{rms}}$ of the optimal correlation matrices $R$ that minimize this error.
- Tight bounds for the error $\rho_{\text{max}}$ of the optimal matrices $R^M$ selected from all possible $R$ matrices to subsequently minimize the absolute error $\rho_{\text{max}}$.
- Bounds for the error $\rho_{\text{max}}$ of the optimal matrices $M$, i.e. matrices that are optimal in terms of this norm.
- A mechanical analogy between the correlation matrices and a model of bars. The associated dynamical model can be used to find the optimal matrices $R$, $R^M$ and $M$.
- A number of numerical examples of optimal matrices $R$, $R^M$ and $M$ constructed for $N_{\text{var}} \in (2, 9)$.
- Formulas for all entries of the optimal matrices $R^M$ for general problem dimension $N_{\text{var}}$, where the sample size $N_{\text{sim}} = 3$, $N_{\text{sim}} = N_{\text{var}} - 1$ and $N_{\text{sim}} = N_{\text{var}}$.

An open problem to be solved is to check and possibly prove the conjectured inequalities in Eqs. (81) and (80). Moreover, derivation of the lower bound on the error $\rho_{\text{max}}$ of the optimal matrices $R^M$ and $M$ (similar to the bound in derived Eq. (34)) would be helpful.
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Appendix. Numerical examples of optimal singular correlation matrices $R^M$ and $M$

Patterns of the optimal correlation matrices $R^M$ for the case of:

- $N_{\text{sim}} = 3$ are given by Eq. (55);
- $N_{\text{sim}} = N_{\text{var}} - 1$ are given by Eq. (62);
- $N_{\text{sim}} = N_{\text{var}}$ are given e.g. by Eq. (22) or by Eq. (24).

Selected solutions for the $M$ matrices were already given analytically. In particular, these solutions were given for the cases when $M = R^M$, which happens for $N_{\text{sim}} = 3$ and $N_{\text{sim}} = N_{\text{var}}$.

The remainder of this Appendix shows examples of $R^M$ and $M$ for the remaining cases. The dimensions of these correlation matrices range from five to nine variables.

A.1. Solutions for $N_{\text{var}} = 5$

$$M_{5,4} = \begin{pmatrix} 1 & a & -a & -a & a \\ 1 & a & -a & -a \\ 1 & a & -a \\ 1 & a \\ 1 & 1 \end{pmatrix}$$

which is a centrosymmetric Toeplitz matrix with the eigenvalues $[2, 2, 1, 0, 0]$. The constant $a = 1/\sqrt{5} \approx 0.44721$.

A.2. Solutions for $N_{\text{var}} = 6$

$$M_{6,4} = R^M_{6,4}$$

A.3. Solutions for $N_{\text{var}} = 7$

$$M_{7,4} = R^M_{7,4}$$

$$\begin{pmatrix} 1 & 0 & 0 & c & c & c \\ 0 & 1 & 0 & c & c & c \\ 0 & 0 & 1 & c & c & c \\ d & -d & -d & e & 1 & -b \\ d & -d & -d & -e & -e & 1 \\ -d & d & -d & e & e & 1 \end{pmatrix}$$

The constants $a = 1/\sqrt{5} \approx 0.44721$ and $b = 1/3 \approx 0.3333$.

A.4. Solutions for $N_{\text{var}} = 8$

$$M_{8,4} = R^M_{8,4}$$

$$\begin{pmatrix} 1 & r_1 & r_2 & r_3 & r_4 & -r_5 & -r_6 & -r_7 \\ r_1 & 1 & r_3 & r_4 & r_5 & -r_6 & -r_7 & -r_8 \\ r_2 & r_3 & 1 & r_4 & r_5 & -r_6 & -r_7 & -r_8 \\ r_3 & r_4 & r_5 & 1 & r_6 & -r_7 & -r_8 & -r_9 \\ r_4 & r_5 & r_6 & r_7 & 1 & -r_8 & -r_9 & -r_10 \\ r_5 & r_6 & r_7 & r_8 & r_9 & 1 & -r_10 & -r_11 \\ r_6 & r_7 & r_8 & r_9 & r_{10} & r_{11} & 1 & -r_{12} \\ r_7 & r_8 & r_9 & r_{10} & r_{11} & r_{12} & 1 & -r_{13} \end{pmatrix}$$

where $r_1 \approx 0.67112$ (9x) $r_2 \approx 0.30392$ (2x)

$\eta = 0.6$.

The pair of solutions $R^M_{8,4}$ and $M^M_{8,6}$ is another example of matrices related through $\eta$ in the sense of Eq. (77).
\[
\begin{align*}
\left( \mathbf{M}_{9,4} \right) &= \left( \mathbf{R}_{9,4}^{M} - \mathbf{R}_{9,7}^{M} \right) \\
&= \begin{pmatrix}
1 & -r_1 & -r_1 & -r_4 & r_3 & r_5 & -r_1 & r_3 & -r_8 \\
-r_1 & 1 & r_1 & -r_6 & r_5 & -r_7 & r_6 & r_4 & r_1 \\
r_1 & 1 & -r_1 & r_8 & r_2 & r_7 & -r_5 & r_2 & r_3 \\
r_4 & -r_6 & -r_1 & 1 & r_1 & r_6 & -r_1 & -r_7 & -r_7 \\
r_3 & r_1 & r_8 & r_1 & 1 & r_1 & -r_4 & -r_3 & -r_5 \\
r_5 & -r_7 & r_2 & -r_1 & r_1 & r_6 & -r_1 & r_6 & r_4 \\
-r_1 & -r_6 & r_7 & r_6 & r_4 & r_1 & 1 & -r_1 & -r_1 \\
r_3 & -r_4 & -r_5 & -r_3 & r_5 & -r_8 & r_1 & 1 & r_1 \\
r_6 & r_1 & -r_2 & r_7 & -r_5 & r_2 & -r_1 & r_1 & -r_1
\end{pmatrix}, \quad \text{where } r_5 \approx 0.26765 (3x) \\
\left( \mathbf{M}_{9,5} \right) &= \left( \mathbf{R}_{9,5}^{M} - \mathbf{R}_{9,6}^{M} \right) \\
&= \begin{pmatrix}
1 & -m_3 & m_1 & m_1 & m_1 & m_1 & m_1 & m_1 & -m_3 \\
-m_1 & 1 & m_1 & -m_1 & m_1 & m_1 & m_1 & m_1 & m_1 \\
-m_1 & m_1 & 1 & -m_3 & m_1 & m_1 & m_1 & m_2 & m_2 \\
-m_1 & -m_1 & 1 & m_3 & -m_1 & m_1 & m_1 & m_1 & m_1 \\
-m_1 & m_1 & m_1 & 1 & m_1 & m_1 & -m_3 & m_1 & m_1 \\
-m_1 & -m_1 & 1 & -m_3 & 1 & m_1 & m_1 & m_1 & m_1 \\
b & m_1 & n & m & n & -n & 1 & m_1 & n \\
b & m_1 & n & m & -n & 1 & -n & 1 & m_1 \\
-b & m_1 & n & m & n & -n & 1 & -n & 1
\end{pmatrix}, \quad \text{where } m_1 \approx 0.66936 (19x) \\
\left( \mathbf{M}_{9,6} \right) &= \left( \mathbf{R}_{9,6}^{M} - \mathbf{R}_{9,7}^{M} \right) \\
&= \begin{pmatrix}
1 & b & b & -b & b & -b & b & b & b \\
-b & 1 & b & -b & b & -b & b & b & b \\
-m_1 & -m_1 & 1 & b & -b & b & -b & b & b \\
-m_2 & m_1 & m_1 & 1 & -b & b & b & -b & b \\
m_1 & m_1 & -m_1 & m_1 & m_1 & 1 & b & b & b \\
m_1 & m_1 & m_1 & -m_1 & m_1 & m_1 & 1 & b & b \\
m_1 & m_1 & m_1 & m_1 & -m_1 & m_1 & -m_1 & m_1 & m_1
\end{pmatrix}, \quad \text{where } m_2 \approx 0.28725 (31x) \\
\left( \mathbf{M}_{9,8} \right) &= \begin{pmatrix}
1 & u & u & u & u & u & u & u & u \\
1 & u & u & u & u & u & u & u & u \\
1 & u & u & u & u & u & u & u & u \\
1 & u & u & u & u & u & u & u & u \\
1 & u & u & u & u & u & u & u & u \\
1 & u & u & u & u & u & u & u & u \\
1 & u & u & u & u & u & u & u & u \\
1 & u & u & u & u & u & u & u & u
\end{pmatrix}, \quad \text{where } u = 0.2 (36x) \\
\left( \mathbf{M}_{9,9} \right) &= \begin{pmatrix}
1 & m_3 & -m_4 & m_1 & -m_1 & -m_1 & -m_3 & m_1 \\
1 & -m_3 & m_4 & m_3 & m_1 & m_1 & m_1 & m_1 \\
1 & -m_1 & -m_1 & m_2 & m_4 & 0 & 0 & 0 \\
1 & m_4 & -m_1 & m_1 & m_1 & m_1 & m_1 & m_1 \\
1 & m_1 & -m_3 & m_1 & 0 & 0 & 0 & 0 \\
1 & m_1 & m_3 & m_1 & m_1 & m_1 & m_1 & m_1
\end{pmatrix}, \quad \text{where } m_1 \approx 0.647594 (15x)
\end{align*}

Box I.
A.5. Solutions for $N_{vst} = 9$

Eqs. (92)–(96) are given in Box I.
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